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ABSTRACT

Over decades, weather forecasting has attracted researchers from worldwide communities due to its significant effect to global human life ranging from agriculture, air traffic control to public security. Although formal study on weather forecasting has been started since 19th century, research attention to weather forecasting tasks increased significantly after weather big data are widely available. This paper proposed merged-Long Short-term Memory for forecasting ground visibility at the airport using timeseries of predictor variable combined with another variable as moderating variable. The proposed models were tested using weather timeseries data at Hang Nadim Airport, Batam. The experiment results showed the best average accuracy for forecasting visibility using merged Long Short-term Memory model and temperature and dew point as a moderating variable was (88.6%); whilst, using basic Long Short-term Memory without moderating variable was (83.8%) respectively (increased by 4.8%).
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1. INTRODUCTION

Over decades, weather forecasting has attracted researchers from worldwide communities due to its effect to the global human life. For example, farmers’ ability to predict weather fluctuations several months in advance will contribute to better harvest yields and profit. Among those weather variables, visibility prediction is significantly important for Air Traffic Control (ATC) of any airport in controlling planes’ landing and taking off. Formal study on weather forecasting has been started since 19th century, for example the study by Gregg [1], resulted in a vast number of methods available in literature. However, weather forecasting task regained significant attention after weather big data become widely available thanks to popularity of deep learning that helps researchers to explore hidden pattern in the large weather dataset.

In general, weather forecasting, which is a task to predict the conditions of the atmosphere for a given location and time, is an interesting computer vision problem with wide potential applications. Despite many models have been proposed, weather forecasting based on ground-based observation data remains a challenging task. According to studies by Baklanov et al. [2] and Maunder J. RW Katz and AH Murphy [3], the main challenge of weather forecasting is due to the fact that weather condition is the result of a complex process which is quite difficult to formulate in single mathematical model. In the limited scope, many researches have attempted to build weather forecasting models using statistical methods to predict weather using single or multiple variables as predictors.
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The high popularity of machine learning and deep learning methods in the past ten years have motivated many researchers to propose such methods for weather forecasting tasks. For example: neural network or NN [4], recurrent neural networks or RNN [5], NN fuzzy wavelet model [6], [7], chaotic oscillatory-based NN [8], ensemble of NN models [9] and hybrid of convolutional neural networks and Long Short-term Memory (LSTM) model [10]. Bedaiko [11] developed an approach based on using various complex networks metrics extracted from climate networks with Long short-term memory neural network to forecast ENSO phenomenon. The study by Ta Chu & Chia Ho [12] attempted to employ convolutional recurrent neural networks for weather temperature estimation using only image data.

Although many models have been proposed over the past ten years, there is no single model which predict weather variables with high accuracy. In addition, most of prominent weather forecasting models only used predictor variable(s) as input. The novelty of the proposed method for forecasting a weather variable is the used of moderating variable(s) and merged Long Short-term Memory Model (merged-LSTM), an extended LSTM model proposed by [13], [14].

The premise of this study is that two patterns in the input timeseries might rectify the patterns and strengthen ability of machine learning algorithm to learn from the training data. In an attempt to achieve a robust model of learning and recognizing weather pattern, this research will explore several weather variables as moderating variable to forecast visibility variable. Therefore, the purposes of this research are two folds: (1) developing a merged-LSTM model to predict visibility variable using another weather variable as moderating variable and (2) analyzing and comparing the effect of moderating variable to visibility variable prediction.

2. RELATED RESEARCH

In the last decade, many significant efforts to solve weather forecasting problem using statistical modeling including machine learning techniques with successful results have been reported. In 2015 Sitanggang developed a classifier for predicting hotspots occurrence using the spatial classification algorithm namely the spatial decision tree algorithm [15].

Salman propose Recurrent Neural Network (RNN) using heuristically optimization method for rainfall prediction based on weather dataset comprises of ENSO [5]. In 2017 Xingxian propose ConvLSTM with the Trajectory GRU (TrajGRU) model to predict the future rainfall intensity in a local region over a relatively short period of time that can actively learn the location-variant structure for recurrent connections. TrajGRU is more efficient in capturing the spatiotemporal correlations than ConvGRU [10]. Seongchan Kim propose model to predict the amount of rainfall from weather radar data, which is three-dimensional and four-channel data, using convolutional LSTM (ConvLSTM). ConvLSTM is a variant of LSTM (Long Short-Term Memory) containing a convolution operation inside the LSTM cell. Experimental results show that two-stacked ConvLSTM reduced RMSE by 23.0% compared to linear regression [16].

Isabelle Roesch propose method to a recurrent convolutional neural network that was trained and tested on 25 years of climate data to forecast meteorological attributes, such as temperature, air pressure and wind speed. The presented visualization system helped the user to quickly assess, adjust and improve the network design [17]. Aditya Grover propose a hybrid approach model that combines discriminatively trained predictive models with a deep neural network that models the joint statistics of a set of weather-related variables. The result show how the base model can be enhanced with spatial interpolation that uses learned long-range spatial dependencies [18].

In 2018 Kulkarni propose remote sensing technology opened for examining the weather forecasting. It helps to change to gather and analysi weather data and use to build the database for weather forecasting [19].

3. RESEARCH METHOD

3.1. Dataset and Data Preprocessing

Dataset for this research was obtained from Weather Underground (https://www.wunderground.com/) which collects weather data including temperature, dew point, humidity and visibility from many weather stations all over the world. The range of data for this study was from year 2012 to year 2016 comprise of 40,025 timeseries data.

The main data preprocessings applied to raw visibility timeseries data are: normalization in Equation 1, rescaling into range $[0,1]$ in Equation 2 and smoothing using moving average (MA) with lag=$9$ in Equation 3. Consider weather time series data in $T$ time interval: $X = [x_1, x_2, ..., x_T]$
\[ x_t = \frac{x_t - \bar{x}}{s_x} \]  
\[ x'_t = \frac{x_t - \text{min}}{\text{max} - \text{min}} \]  
\[ x''_t = \frac{1}{q}(x'_t + x'_{t-1} + \cdots + x'_{t-q}) \]

Where: \( x_t \) is observation at \( t \), \( x'_t \) is normalized data at \( t \), and \( x''_t \) is the result of data smoothing using moving average at \( t \). Correlation between two weather variables are measured using coefficient correlation (\( r \)) that was computed using Equation 4.

\[ r = \frac{1}{T-1} \sum_{t=1}^{T} \left( \frac{x_t - \bar{x}}{s_x} \right) \left( \frac{y_t - \bar{y}}{s_y} \right) \]  

Where: \(-1 \leq r \leq 1\); \( s_x \) and \( s_y \) are standard deviation variable \( X \) and \( Y \) respectively which were computed using the following formula:

\[ s_x = \sqrt{\frac{\sum_{t=1}^{T} (x_t - \bar{x})^2}{T-1}} \text{ and } s_y = \sqrt{\frac{\sum_{t=1}^{T} (y_t - \bar{y})^2}{T-1}} \]  

Coefficient correlation between two weather variables after being preprocessed are summarized in Table 1. In the Table 1, there is only temperature and humidity that show strong negative correlation.

<table>
<thead>
<tr>
<th>Weather Variable</th>
<th>Temperature</th>
<th>Dew Point</th>
<th>Humidity</th>
<th>Visibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>1.0000</td>
<td>0.0014</td>
<td>-0.8998</td>
<td>0.2804</td>
</tr>
<tr>
<td>Dew Point</td>
<td>0.0014</td>
<td>1.0000</td>
<td>0.4287</td>
<td>0.1768</td>
</tr>
<tr>
<td>Humidity</td>
<td>-0.8998</td>
<td>0.4287</td>
<td>1.0000</td>
<td>-0.1935</td>
</tr>
<tr>
<td>Visibility</td>
<td>0.2804</td>
<td>0.1768</td>
<td>-0.1935</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

As can be seen from Table 1, temperature, dew point and humidity has low correlation with visibility so that each of these variables can become candidate for moderating variable for the proposed forecasting model. Finally, the transformed data were segmented to generate overlapping training segment (length=100/segment) and testing segment (length=2/segment) which produced 39,821 segments for both datasets. Finally, for model cross-validation purposes, the total training data was divided randomly into 27,915 (70%) training and 11,906 (30%) testing dataset.

3.2. Model Structure

Weather forecasting to be addressed in this study can be categorized as a regression problem. To solve this problem, this study proposes LSTM model which is a deep learning model proposed by [13] and improved by [14]. The model has been succesfully used in many research fields such as: large scale image classification [20], video classification [21], natural language processing [22] anomaly detection [23], [24]. In this study, LSTM was used as a foundation for weather forecasting model because of several reasons mainly:(1) the model ability to solve long lag relationship in timeseries data (2) the model ability to address vanishing gradient problem that commonly happen in training deep structure neural networks [13].

Given a weather variable as the predictor variable and another weather variable as moderating variable, the general structure of merged-LSTM model can be illustrated in Figure 1.
The detail structure of each LSTM model are shown in Figure 2. As can be seen from Figure 2, the proposed model is a stacked LSTM with subsequent layers having 200, 100, 90, and 50 nodes of hidden layers. The last part of the model is a fully connected neural network with 1 output node.

LSTM’s memory cell is a basic unit of LSTM model whose structure can be illustrated using Figure 3. As described by [13], [14], each memory cell contains input gate that learns to protect the constant error flow within the memory cell from irrelevant inputs. Output gate unit learns to protect other units from irrelevant memory contents stored in the memory cell. Forget gate unit learns to control the extent to which a value remains in the memory cell.
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Given a merged of two LSTMs (merged-LSTM) model. The objective function of the merged-LSTM, $\mathcal{L}$, can be formulated as follows:

$$
\mathcal{L} = \frac{1}{N} \sum_{t=1}^{N} (y_t - \hat{y}_t)^2
$$

$$
\hat{y}_t = \sigma(\sum_{t=1}^{m} w_t x_t + b)
$$

$$
x_t = \frac{1}{2}(h(P_t) + h(I_t))
$$

Where: $x_t$ be the input signal to Fully Connected (FC) part of merged-LSTM as the average of predicted values from each LSTM, $b$ be bias

$\hat{y}_t$ be predicted value, $y_t$ be actual value, $N$ be the total number of training samples, $\sigma$ be activation function, $x_t$ input to FC,

$h(P_t)$ be output of LSTM-1 whose input is the predictor variable,

$h(I_t)$ be output of LSTM-2 whose input is the moderating variable(s).

Output from each LSTM cell (see Figure 3), $h_t$, is computed using the following formula:

$$
f_t = \sigma_g(W_f x_t + U_f h_{t-1} + b_f)
$$

$$
i_t = \sigma_g(W_i x_t + U_i h_{t-1} + b_i)
$$

$$
o_t = \sigma_g(W_o x_t + U_o h_{t-1} + b_o)
$$

$$
c_t = f_t \circ c_{t-1} + i_t \circ \sigma_c(W_c x_t + U_c h_{t-1} + b_c)
$$

$$
h_t = o_t \circ \sigma_h(c_t)
$$

Where: $f_t$ be forget gate’s activation vector; $i_t$ be input gate’s activation vector; $o_t$ be output gate’s activation vector; $W_f, W_i, W_o, U_f, U_i, U_o$ are weight matrices to be learned during model training; $\sigma$ be activation function; and $\circ$ be element-wise multiplication (Hadamard product).

In this study two LSTM models were explored: (1) an LSTM model as a single model which was trained using visibility timeseries to forecast visibility and (2) a merged-LSTM model which was trained by two timeseries: visibility and moderating variable to forecast visibility.

3.3. Model Training and Cross-validation

In this study, the LSTM and merged-LSTM model were trained supervisedly using Adam algorithm to obtained model parameter prediction that optimized a predetermined objective function. In this model training process, model cross-validation used Leave-one-out technique with 70:30 proportion of training and
testing datasets. The proportions of training and testing dataset are set out purposively. Model performance was measured using accuracy and mean square error (MSE) metrics as formulated in equation (2.5).

4. RESULTS AND DISCUSSION

4.1. Dataset and Data Preprocessing

Histograms of raw data and smoothed data using 3-moving average are shown in Figure 4. From Figure 4(a), It appears that the raw data distribution is rather skewed. Despite being skewed; however, after being preprocessed, the data distribution looked a bit smoother.
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(a) Raw data (b) After preprocessed

4.2. Model Training and Testing

In this research, 8 models have been explored. The training performances of each model (epochs=500) to forecast visibility variable using one (two) moderating variable(s) were summarized in Table 2.

```
<table>
<thead>
<tr>
<th>Model</th>
<th>Predictor Variable</th>
<th>Moderating Variable</th>
<th>Training</th>
<th>Validation</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Accuracy</td>
<td>MSE</td>
<td>Accuracy</td>
</tr>
<tr>
<td>1</td>
<td>Visibility</td>
<td>--</td>
<td>0.8375</td>
<td>0.00009</td>
<td>0.7809</td>
</tr>
<tr>
<td>2</td>
<td>Visibility</td>
<td>Temperature</td>
<td>0.8826</td>
<td>0.00007</td>
<td>0.7151</td>
</tr>
<tr>
<td>3</td>
<td>Visibility</td>
<td>Dew Point</td>
<td>0.8452</td>
<td>0.00009</td>
<td>0.7812</td>
</tr>
<tr>
<td>4</td>
<td>Visibility</td>
<td>Humidity</td>
<td>0.8701</td>
<td>0.00008</td>
<td>0.7675</td>
</tr>
<tr>
<td>5</td>
<td>Visibility</td>
<td>Temperature, Dew Point</td>
<td>0.8862</td>
<td>0.00007</td>
<td>0.7175</td>
</tr>
<tr>
<td>6</td>
<td>Visibility</td>
<td>Temperature, Humidity</td>
<td>0.8763</td>
<td>0.00007</td>
<td>0.7216</td>
</tr>
<tr>
<td>7</td>
<td>Visibility</td>
<td>Dew Point, Humidity</td>
<td>0.8616</td>
<td>0.00008</td>
<td>0.7613</td>
</tr>
</tbody>
</table>

Note: (*) merged-LSTM used a predictor variable and one (two) moderating variables as inputs; Whilst, LSTM used only predictor variable as input. MSE: mean square error.
```

As can be seen from Table 2, for predicting visibility, the merged-LSTM with two input time series (temperature as predicted variable and dew point as moderating variable) tends to achieve higher average training accuracy than LSTM with only visibility as the input time series. The average accuracy of the former model was 88.6%; whilst, the later model only achieved 83.8% (increased by 4.8%).
Interestingly, although both temperature and dew point had low correlation with visibility, but these variable strengthen visibility prediction accuracy of the merged-LSTM model. Prediction result of the best model in compare with the test (actual) timeseries is shown in Figure 6. As can be seen from Figure 6, deviation between predicted and actual test data is not so wide.
With this experiment show that LSTM model is able to explain or formulate relationship among the predicted and intermediate variable. The addition of intermediate variables able to increase accuracy of weather prediction. In this experiment to predict visibility with addition intermediate variables such as: temperature and combination of temperature and dewpoint produce the best accuracy and the lowest MSE compare with the prediction visibility without addition intermediate variables.

The most important findings of these research are modify of input weather data that has influence each other to find the combination weather data input that can optimize forecasting accuracy in time series data model, the combination of input weather data model which can be used for weather forecasting in Airport area and research artifacts (scripts and dataset) will be made available for other researchers in the same domain.

5. CONCLUSION

Weather forecasting task has gained wide attention from many research communities due to its significant effect to global human life. Many efforts to build weather forecasting models have been proposed resulted in a vast number of publications available in literature. However, the nature of weather is so complex that impossible to be formulated in a single mathematical model.

Despite many models have been proposed for weather prediction, most of these models used the same input and output variables. The result of this study, which exploited LSTM model variant, showed that moderating variables can improve prediction capability of the model. Based on the experiment results, the proposed merged-LSTM model improved accuracy of basic LSTM in predicting visibility by 4.8% higher. That results showed that our approach works well in predicting visibility. Based on this results, the future steps of this research is to extend this approach for forecasting various weather variables using multidimensional timeseries.
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