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ABSTRACT

The purpose of this research is to measure the speaker recognition accuracy in Content-Based Image Retrieval. To support research in speaker recognition accuracy, we use two approaches for recognition system: identification and verification, an identification using fuzzy Mamdani, a verification using Manhattan distance. The test results in this research. The best of distance mean is size 32x32. The best of the verification for distance rate is 965, and the speaker recognition system has a standard error of 5% and the system accuracy is 95%. From these results, we find that there is an increase in accuracy of almost 2.5%. This is due to a combination of two approaches so the system can add to the accuracy of speaker recognition.
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1. INTRODUCTION

Speaker recognition is the process of analysis of the speaker identity based on voice characteristics [1]. The accuracy of speaker recognition is needed by system recognition, where the recognition system must be able to perform an accurate response in accordance with data from the human speech [2]. Artificial intelligent approaches have been used to increase accuracy in speaker recognition; one of the methods in the artificial intelligent approach is the fuzzy Mamdani method [3]. The Mamdani method can be used to identify a non-linear system such as speaker recognition [4]. Data derived from human speech has non-linear properties. To increase the accuracy of speaker recognition, we can use a data mining approach. One method in the data mining approach is the Manhattan distance method [5]. The Manhattan distance method is the methods for image matching using distance measurements on two speakers.

Research speaker recognition is studied in relation to the sound. The Mamdani method can be used to identify human speech as a voice recognition system [6]. The Mamdani method can also be used for speaker verification [7], where the Mamdani method can provide 86% accuracy, even though there was the noise level. While the Manhattan distance method can be used for speaker identification. Manhattan distance method can achieve the highest accuracy of 92.5% in sub-image size variations [8]. Both approaches have accuracy level varies, in this research; a combination of two methods can significantly improve the speaker recognition performance by up to 95% compared with no combination. Therefore, the purpose of this research is to build a high accuracy for speaker recognition systems.

In this research, we get the higher recognition accuracy by two processes, The first process is to evaluate the performance of speaker identification using the Mamdani method, the second process is to evaluate the performance of verification using Manhattan distance. By the combination of two methods for speaker recognition system, the results are significant in terms of accuracy for speaker recognition. The data
retrieval is carried out using the Content-Base Image Retrieval (CBIR) [9], the sounds signal from the speaker are processed to give a spectrogram. The results were obtained in the digital image from spectrogram. The retrieval of data speaker from the digital image was done by varying sizes. The variations in size are 256x256, 128x128, 64x64, 32x32 and 16x16 as sub-images. The process of retrieving from the spectrogram image is said to be a feature extraction [10]. For each sub-image was processed using kekre-transform. The result of kekre-transform of each sub-image was obtained by the mean value. The process of getting the mean value of each sub-image is said to be a feature vector of the speaker.

2. RESEARCH METHOD

For data processing and analysis were performed in Network Laboratory at BJ Habibie building, faculty of science and technology, State Islamic University of Maulana Malik Ibrahim, Malang city, East Java province, Indonesia. The speaker recognition consists of identification and verification process. In Figure 1, the identification process using the Mamdani method, the identification process determines the most suitable speaker from several speakers based on the sound signal. And then, the verification claim that the sounds match with the sound signal from the speaker, the block diagram of the system can follow in Figure 1. The speaker recognition system is described in the following sections and depicted as a flowchart in Figure 2.

Figure 1. The block diagram of speaker recognition system

Figure 2, the schematic flowchart show three main stages. The stages were the pre-processing stage, the processing stage, and the post-processing stage. In the pre-processing stage is the extraction process, the extraction process is an image extraction algorithm, the stage of extracting features from objects in the image can be used to identify speaker with other speakers. In the processing stage generate the feature vector. The feature vectors can be used to represent the features from an object for easily analyzed. And then, the post-processing stage identify the speaker and to verify the accuracy of the speech recognition.

Figure 2. The flowchart for speaker recognition system
3. RESULTS AND ANALYSIS
3.1. Identification Using Fuzzy Mamdani

The fuzzy Mamdani method is known as the Max-Min method. This method was introduced by Ebrahim Mamdani in 1975. The schematic flowchart of the fuzzy Mamdani method for speaker recognition is shown in Figure 3, in this method, the input is a feature vector. The feature vector is the average value of the result of the kekre-transformation. The input of kekre-transformation is the sub-image of the spectrogram image. We used evaluation in error rate to identify the speaker. If the error rate was too high, the spectrogram image is not passed to the verification process, but the digital image is returned again in the process of feature vectors. The Mamdani method consists of four stages, as shown in Figure 4.

![Figure 3. The schematic flowchart of identify speaker using the Mamdani method](image-url)

In Figure 2, spectrogram image from the speaker was divided with the size of 256x256, 128x128, 64x64, 32x32 and 16x16 as sub-images, the vector features process each sub-image as input and output variables on the Mamdani method. The features mapped into crisp value (numeric) into the set of fuzzy and determine membership degree in the set of fuzzy. All input and output of the features data were processed on set fuzzy logic. The table of the data for the sub-image1 features was the input variable, as shown in Table 1.

![Figure 4. The stage of the fuzzy Mamdani method](image-url)

<table>
<thead>
<tr>
<th>Code</th>
<th>Set of input fuzzy Name</th>
<th>Notation</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Low</td>
<td>r</td>
<td>[0, 35]</td>
</tr>
<tr>
<td>2</td>
<td>Medium</td>
<td>s</td>
<td>[25, 35, 45]</td>
</tr>
<tr>
<td>3</td>
<td>High</td>
<td>t</td>
<td>[35, 65]</td>
</tr>
</tbody>
</table>

Table 1. Input Variable for the Sub-image1 Features
In Table 1, the degree of membership value for each fuzzy variable is decided based on experimentation data. The domain value decreases can be represented as the fuzzy set low, shape of membership function: linear. The domain value of an increase and decrease can be represented as the fuzzy set medium, shape of membership function: triangle. The domain value increases can be represented as the fuzzy set high, the shape of membership function: linear. The fuzzy system was based on the Mamdani method using MATLAB 7.10.0. The programming codes are creating a fuzzy inference system (FIS) variable and adding input variable in membership function. The programming codes are shown in Figure 5.

![Figure 5. The programming codes of create FIS variable](image1)

After fuzzy membership sets of the input and output variables, the next process is product implication function in the form of IF-THEN rule, the parts of implication function are antecedent and consequences, the IF part of a rule is antecedent and the THEN part is consequent. One of implication function in the form of IF-THEN rule is shown in Figure 6.

![Figure 6. MIN implication function](image2)

The rules of the fuzzy inference system consist of fifty-four rules. The inference was obtained from set and correlation of fifty-four rules. The max method used to a fuzzy inference system. The maximum value would be at the center of the fuzzy set. All rules in proposition are evaluated in parallel. The output of the fuzzy inference system reflects contribution from every proposition. Generally, the output can be to be written in mathematics Equation 1.

\[ \mu_{sf}[x_i] \leftarrow \max (\mu_{sf}[x_i], \mu_{kf}[x_i]) \] (1)

The \( \mu_{sf}[x_i] \) is the value of fuzzy membership for rule number-I, and \( \mu_{kf}[x_i] \) is the value of membership consequent for rule number-i, If there are three rules (proposition) then the programming code for creating rules in Matlab is shown in Figure 7. Max method can be used to select the best solution the speaker recognition, as shown in Figure 8.
The input for the defuzzification process is a fuzzy set from rules of fuzzy inference and the output is a single value from a number in the set fuzzy domain. If set of fuzzy number in the certain range, the crisp value must be taken as the output. The centroid method is used for defuzzification. In this method, the crisp solution was obtained by taking the center point ($z^*$) fuzzy area. This method can be to be written in mathematics formula (2). To get identification of feature vector can use programming code in Figure 8. Figure 9 shows the programming codes of evaluation for feature vector

$$z^* = \frac{\int_{\mu} z \mu(z)dz}{\int_{\mu} \mu(z)dz}$$

(2)
The evaluation process of identification based on twelve test data. The evaluation process as the error rate was made can show in Table 2, an error rate is the difference between spectrogram image new and spectrogram image train. The identification can be accepted if error below or equal of 13%, the identification rejected if error above of 13%. In this research, the lowest error rate is 9.34%, in Table 2, the data with a dark color indicated as the most suitable speakers. The set of parameters (code, speaker) in the evaluation process is accepted if the set of parameters (code, speaker) has an error rate of error below or equal to 13%, the evaluation of the set of parameters (code=1, speaker=3) is accepted because the set of parameters (code=1, speaker=3) has an error rate below or equal to 13%, the next process for the set of parameters (code=1, speaker=3) need to verification process.

Table 2. The Error Rate of Identification System

<table>
<thead>
<tr>
<th>Code</th>
<th>Speaker</th>
<th>Size</th>
<th>Error Rate</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>16x16</td>
<td>32x32</td>
<td>64x64</td>
</tr>
<tr>
<td>1</td>
<td>Speaker 1</td>
<td>19.33</td>
<td>09.34</td>
<td>17.66</td>
</tr>
<tr>
<td>2</td>
<td>Speaker 1</td>
<td>18.77</td>
<td>09.01</td>
<td>15.17</td>
</tr>
<tr>
<td>3</td>
<td>Speaker 1</td>
<td>15.43</td>
<td>12.90</td>
<td>14.21</td>
</tr>
<tr>
<td>4</td>
<td>Speaker 1</td>
<td>14.76</td>
<td>08.75</td>
<td>15.33</td>
</tr>
<tr>
<td>5</td>
<td>Speaker 2</td>
<td>13.41</td>
<td>13.21</td>
<td>13.36</td>
</tr>
<tr>
<td>6</td>
<td>Speaker 2</td>
<td>17.97</td>
<td>13.99</td>
<td>16.22</td>
</tr>
<tr>
<td>7</td>
<td>Speaker 2</td>
<td>14.55</td>
<td>16.03</td>
<td>13.11</td>
</tr>
<tr>
<td>8</td>
<td>Speaker 2</td>
<td>16.32</td>
<td>14.00</td>
<td>16.42</td>
</tr>
<tr>
<td>9</td>
<td>Speaker 3</td>
<td>17.47</td>
<td>13.71</td>
<td>16.22</td>
</tr>
<tr>
<td>10</td>
<td>Speaker 3</td>
<td>16.52</td>
<td>12.67</td>
<td>16.17</td>
</tr>
<tr>
<td>11</td>
<td>Speaker 3</td>
<td>15.54</td>
<td>13.44</td>
<td>18.99</td>
</tr>
<tr>
<td>12</td>
<td>Speaker 3</td>
<td>14.65</td>
<td>14.11</td>
<td>16.66</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>16.22</td>
<td>12.43</td>
<td>15.79</td>
</tr>
</tbody>
</table>

In the Table 2, the lowest mean of error rate was size 32x32. The sub-image is the best frame size. In this research mean of error rate was 12.43. In Table 2, the five tests data from twelve were to be assessed as accepted, the five test data use to verification process in table 4. The five test data are set of parameters (code=1, speaker=1), set of parameters (code=2, speaker=1), set of parameters (code=3, speaker=1), set of parameters (code=4, speaker=1), and set of parameters (code=10, speaker=3).

3.2. Verification Using Manhattan Distance

Manhattan distance method is also called "city block distance". This method was the sum of the distances from entire attributes [11]. Generally, this method can be written in mathematics formula as Equation 3.

\[ d_{ik} = \sum |x_{ik} - c_{ik}| \]  

(3)

where: 
- \(d_{ik}\) = Distance between \(x_{ik}\) and \(c_{ik}\)
- \(x_{ik}\) = Target
- \(c_{ik}\) = Comparative
- \(k\) = Number of attributes in each case
- \(i\) = Individual attributes from 1 to n
This method used a similarity measurement to speaker recognition based quantitative data [12]. This method can use to verification process for speaker recognition. The schematic flowchart for speaker verification system based spectrogram image can show in Figure 10. The verify process use the distance between spectrogram images new and spectrogram image train. The closest distance is accepted. For spectrogram images new in decline will be returned to the vector feature encoding process.

![Schematic flowchart for verification using Manhattan distance](image)

This research gives the steps to be done to develop verification, in Table 3, using this method; we construct a verification system for calculating the distance between the query and all image samples. For example, the spectrogram image for train data can show in Table 3. The new for test data can show Table 4.

<table>
<thead>
<tr>
<th>Code</th>
<th>FV₁</th>
<th>FV₂</th>
<th>FV₃</th>
<th>FV₄</th>
<th>FV₅</th>
<th>FV₆</th>
<th>Distance</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>4</td>
<td>5</td>
<td>22</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>5</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>3</td>
<td>14</td>
<td>2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Code</th>
<th>FV₁</th>
<th>FV₂</th>
<th>FV₃</th>
<th>FV₄</th>
<th>FV₅</th>
<th>FV₆</th>
<th>Distance</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>6</td>
<td>9</td>
<td>6</td>
<td>12</td>
<td>5</td>
<td>7</td>
<td>22</td>
</tr>
</tbody>
</table>

Where, \( FV_{i} \)=Feature Vector of sub-image-i, \( C \)=Classification, to calculated distance between the new image spectrogram and the old image spectrogram from Table 1 and Table 2 can show in Equations 4 and 5.

\[
|5-10|+|6-9|+|9-8|+|6-9 |+|12-4|+|5-5|+|7-9|=22
\]

\[
|5-4|+|6-5|+|9-7|+|6-8|+|12-9|+|5-3|+|7-4|=14
\]
The evaluation of verification system using six test data. The verification system compares the distance rate according to the size sub-image from the speaker spectrogram image. In Table 5, the verification system use distance rate, the verification system of speaker recognition accepted if distance rate is below or equal to 1,000; if distance rate is above 1,000, the verification rejected. The verification was accepted if the distance rate is below or equal to 1,000, and the distance rate is above 1,000. In Table 5, the four tests data from five to be assessed as accepted, the four data test shown with dark color in row table, the four data test are set of parameters (code=1, speaker=1), set of parameters (code=2, speaker=1), set of parameters (code=3, speaker=1), and set of parameters (code=4, speaker=1). The data declared most suitable has the least distance as the best. The distance rate for set of parameters (code=1, speaker=1) is 965 in size 32x32. The mean for low distance is size 32x32. This size is the best in the process of speaker recognition. The lowest distance is 998.75. The data for set of parameters (code=10, speaker=3) rejected because the distance is above 1,000.

<table>
<thead>
<tr>
<th>Code</th>
<th>Speaker</th>
<th>Distance rate</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Speaker 1</td>
<td>1,079, 965, 1,189, 1,186, 1,295</td>
<td>Accepted</td>
</tr>
<tr>
<td>2</td>
<td>Speaker 1</td>
<td>1,285, 974, 1,099, 1,288, 2,100</td>
<td>Accepted</td>
</tr>
<tr>
<td>3</td>
<td>Speaker 1</td>
<td>1,088, 973, 1,298, 1,176, 2,106</td>
<td>Accepted</td>
</tr>
<tr>
<td>4</td>
<td>Speaker 1</td>
<td>1,108, 978, 1,152, 1,226, 1,907</td>
<td>Accepted</td>
</tr>
<tr>
<td>10</td>
<td>Speaker 3</td>
<td>1,195, 1,083, 1,101, 1,090, 1,109</td>
<td>Rejected</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>1,161.75, 998.75, 1,171.75, 1,185.75, 1,652.5</td>
<td></td>
</tr>
</tbody>
</table>

The standard error is used in this research. To calculate the standard error can show in Equation 6.

\[ SE = \frac{\sum(x-\mu)^2}{N} \]

Where, N=Population size, n=sample size, \(\mu\)=mean and x=sample data. The level of standard error for less than 40% is said to be good and dependable [12]. The speaker recognition system has a standard error 5% and the system accuracy is 95%.

4. CONCLUSION

Speaker recognition has been successfully applied using fuzzy Mamdani and Manhattan distance. The fuzzy Mamdani used for identification process and the Manhattan distance used to the verification process. The best of distance means is size 32x32. The best of feature vector for the distance rate is 965 and the speaker recognition system has a standard error of 5%, the system accuracy is 95%, and the system can be said to be good.

ACKNOWLEDGEMENTS

The authors acknowledge UIN Maulana Malik Ibrahim Malang for the research grant of scheme BOPTN 2018.

REFERENCES


Speaker Recognition in Content-based Image Retrieval for a High Degree of Accuracy (Suhartono)


