Abstract—Emotion recognition gains huge popularity now a days. Physiological signals provides an appropriate way to detect human emotion with the help of IoT. In this paper, a novel system is proposed which is capable of determining the emotional status using physiological parameters, including design specification and software implementation of the system. This system may have a vivid use in medicine (especially for emotionally challenged people), smart home etc. Various Physiological parameters to be measured includes, heart rate (HR), galvanic skin response (GSR), skin temperature etc. To construct the proposed system the measured physiological parameters were feed to the neural networks which further classify the data in various emotional states, mainly in anger, happy, sad, joy. This work recognized the correlation between human emotions and change in physiological parameters with respect to their emotion.
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I. INTRODUCTION

Emotions affect physiological and psychological status of a human being and having a crucial significance on human being. Emotions also have effects on the human health and efficiency in work, as positive emotion will improve them and negative emotions can deteriorate them. Accumulation of negative emotions for a long time can cause very drastic effects on a person’s life.

Emotion generally refer to a mental condition which arises spontaneously without any self-aspiration, and followed by some physical, psychological and physiological changes. They generally affect the central nervous system (CNS) of human body and can arouse changes in facial expressions, voice, blood flow, skin etc.

Motivation

Since there is complex mutual interaction of physiological and psychological features in emotions, precise and on time recognition of human emotions is very limited to knowledge of humans. Although a great deal of work have been made already, still it is a topic of prominent scientific research.

Emotion recognition is being applied in multiple areas like health-care (majorly in mental health), safer driving, social-security, and many more. Generally, methods of emotion recognition can be portioned into two broad categories:

- Using physical signals like facial speech, expression, posture, gesture, etc.
- Using physiological signals—which includes temperature (Tb), Electroencephalogram (EEG), Galvanic skin response (GSR), Electrocardiogram (ECG), Electromyogram (EMG), Respiration (RSP), etc.

Limitations of prior method is that it is less reliable since the physical signals can be voluntarily controlled like facial expressions and speech to hide their real emotions.

This paper emphasizes on recognition of emotional change of human being due to change in physiological signals and physical responses. A novel classification mechanism for physiological signal is developed with the help of artificial neural network (ANN) classifier.

The related work done so far in the area of emotion recognition is described in section II. Section III, discusses the proposed methodology, and section IV emphasizes on implementation, experimental setup and results. The last section V presents the conclusion part of the paper.

II. RELATED WORK

Physiological signals and psychological parameters majorly concerned factors for emotion recognition of human being. Physiological data is collected using ECG and GSR sensor. To extract relevant features collected data must be pre-processed and then classified with the help of suitable classifier.

Xingxing Zhang[1] and his colleagues propose a nonlinear comprehensive model to process the feature extractions and classification of emotions by using multichannel physiological Signals datasets. To extract out the information of the features, the data is mapped to higher dimensional space. Kernel Principal Component Analysis (KPCA) was used. The authors used various physiological signals including “ECG, GSR, facial EMG and PPG”. The
kernel was radial basis function (RBF). The algorithm is KPCA. They proposed different models for classification and measured the accuracy for all the models. The authors experimented on the 29 participants and the classification accuracy of four emotions came out to be 93.42%. The performance of all classifiers which works on dimension reduction methods, is not good on physiological signals. KPCA significantly improved the classifier performance but the combination of KPCA with “Gradient Boosting Decision Tree” (GBDT) such as nonlinear ensemble classifier could further improve the efficiency.

In an another research work, Hany Ferdinando [2] and his colleagues propose a method to identify certain Standard features that are derived from ECG signal and from heart rate variability (HRV) signals. In emotion recognition, these features are used. The authors have transferred emotions, such as fear, anger instead of using discrete emotions as labels,” to an arousal-valence space.” The authors have used the MAHNOB database. Feature extraction was performed using root mean square (RMS) R-R intervals (RMSSD). The emotional keywords were divided into different classes and each class was part of either Arousal scale or valence scale. Arousal scale had medium arousal, calm and excited classes and neutral, pleasant and unpleasant were in valence scale. The authors used SVM classifier with RBF kernel for classification of the emotions. The average efficiency for arousal scale is 47.69% and for valence scale is 42.55%. If we observe that the accuracy is not high enough as they have used the SVM classifier. There is still scope for improvement in the accuracy. A better classifier could be used to improve the efficiency.

A research paper [3], discussed a method to recognize the emotions using a multivariate correlation model. The detection of affective physiological pattern in multi-subject HR, GSR is done by random matrix theory (RMT). This correlation analysis has been done to find the similarity between physiological signals. The authors used three kinds of data: First type of data was the physiological signals acquired including Electrocardiographic signal and Galvanic Skin Response, Second type of data was the video recordings of facial expressions, Third type of data acquired was the status arm movement. The authors have used various algorithm to find the similarity between physiological data such as the multi-variant correlation method, Physiological Time Series and Their Correlation Matrix. Emotional recognition has been done in three parts. Affective Physiological Change Locating Affective Feature Extraction and Affective Data Classification. The authors obtained the accuracy of 74%. Although in real scenarios like one emotion is aroused by other emotion, we could see the decrement in the accuracy.

The deep learning approach using a deep CNN for emotion recognition on a AMIGOS dataset (ECG and GSR) proposed by Luz Santamaria-Granados and his team [4]. AMIGOS has combined datasets. The first datasets includes 40 people were shown 16 videos (approx. 250 s) whereas the second: - 17 people were shown videos individually and 5 groups were made each containing 4 people. They were Other videos of duration 1 min. For MAHNOB they considered Galvanic Skin Responses (GSR), Electrocardiogram (ECG) readings and for DEAP Photoplethysmogram (PPG) reading was considered. The sampling frequency at which DEAP signals were acquired was 512 Hz which were then sampled down to 128 Hz and MAHNOB signals were acquired at sampling frequency of 256 Hz which were then also sampled down to 128 Hz. The GSR related features were found to be the only ones relevant.

Mandeep Singh and Abdullah Bin Queyam [6] tried to find the correlation between Heart rate, GSR and drivers stress level during traffic condition. They extracted useful features from raw physiological signals available at PHYSIONET website. The most relevant features from these database were selected and processed using open source software. The outcome was that the Mean Hand GSR and Mean Heart rate were strongly correlated with the change in the traffic conditions.17 drivers were taken as subjects but only 10 of them were able to provide the complete datasets. They then classified the stress in three scenarios: Scenario 1 and Scenario 2 had step change in traffic while Scenario 3 had gradual change in traffic Conditions. Out of 10 drive’s only 9 showed that the correlation results obtained in Scenario 3 were always dominant than previous two cases. Thus when a driver goes from high to low level of traffic his stress level changes gradually.

The model proposed in [7, 8] discussed the design specifications and software implementation of a physiological signal-based user-independent emotion recognition system. This system has various utilities over medical and smart home issues. According to author there are many challenges in constructing such a system, so this field needs a lot of contribution. The proposed system works as a user-independent system, which would gather the physiological signals from the subjects. Various physiological signals such as heart rate (HR), skin temperature, electrocardiogram (ECG), galvanic skin response (GSR), Electromyography (EMG), respiration rate (RR), diastolic and systolic blood pressure (DBP) were measured and this gathered data went through pre-processing, extraction of features and statistical analysis subset of the physiological parameters were taken in final system because of the technical limitation and design constraint. Using statistical analysis system was able to classify emotions into, anger, joy and neutral.

In this paper [9], Byoung-Jun Park and his colleagues suggested a method to recognise negative emotions using
physiological signals. To do this, emotional stimuli such as some negative emotional movie clippings and suitable environment are used to induce emotions in a person. A vector consisting of all attributes is extracted using the physiological signals that they get. 28 features are calculated after analysis. The algorithm uses physiological signals such as Electro dermal activity, SKT, ECG and PPG for feature extraction and then machine learning algorithms such as CART, kNN and Naive Bayes algorithms are used. In the future work, the comparison should be made using various machine learning algorithms and other basic emotions should be combined.

Chuan-Yu Chang [10] and Basu [11] propose a physiological angry emotion detection method. Facial expressions can be controlled to a certain extent and hence can cause inaccuracy in results. Four physiological signals are collected including ECG, GSR, Blood volume pulse and pulse and a specifically designed emotion induction experiment is conducted. Results are then used for Support Vector Regression. The Electrocardiogram readings are taken using the three-electrode approach from both wrists and the right ankle. The GSR is attached to the index and middle fingers of the hand. The blood volume pulse was measured from an infrared sensor attached to the middle finger. The piezoelectric sensor to study pulse was attached to the ring finger.

The method proposed by Sander Koelstra, Mohammad Soleymani et. al. [12], presented a multi-nodal dataset for analysis of human affective states. EEG (electroencephalogram) and peripheral physiological signals of 32 users were recorded under this experiment. Each participant was shown 41 minutes of music videos and then they were asked to rate the videos in the terms of various levels of arousal, valence, like/dislike, dominance and familiarity. The external stimuli were collected from last.fm in two form first by automated tagging that is present in the website itself and other by manually selecting videos based on certain emotional tags. The participants were shown these videos and their physiological parameters were recorded and they were also asked to manually record their arousal, valence, dominance, liking and disliking. The dataset is publicly available for researchers to conduct their own experiments in the field of emotional state analysis and others.

III. PROPOSED WORK

An experimental setup is established for measuring the physiological signals to detect emotional state of users. Flow diagram of proposed methodology depicted in fig [1].

These are the steps of proposed work:

i. First set up the machine and connect the sensors with MySignals kit.

ii. Then make the user/subject aware about the setup, and then we ask subject to wear the sensors, and we confirm the correct working of sensor.

iii. In starting of the experiment the subject is asked to fill a web form asking personal details.

iv. After filling the form one by one each video plays, and the readings are continuously stored, along with the timestamp for each video. After watching each video, the subject has to fill a form which confirms the emotional state they were in during the video.

v. The form contains ratings for 6 emotions ranging from 1-5, 1 being least level of emotion experienced and 5 being the maximum level of feelings.

vi. From the collected data, relevant feature were extracted and then artificial neural network classifier (ANN) is used to classify the data to detect human emotion.

IV. EXPERIMENTAL SETUP AND RESULTS

A. Experimental setup

The experiment was arranged in a closed and quiet room (fig [2]). To make the data collection more accurate, all the experiment work was performed in same environmental conditions for all participants. The Physiological signals ECG, GSR were recorded using MySignals toolkit. MySignals is a development platform for medical devices and e-Health applications. It is a multichannel physiological signal recorder which measures more than 15 different biometric parameters. A MySignals toolkit consists of Arduino board and different sensors port. ECG collection used MySignals HW kit, three wired ECG sensor with 3 electrodes. The two electrodes were attached to the chest whereas the third electrode was attached to side regions of Navel. The sensor was connected to MySignals HW kit (includes Arduino) which was controlled by Arduino SDK, the data collected from the sensor was recorded and sent to the computers to which the kit was attached and was recorded on a “.txt” file for each of the participants. GSR collection used Skin Resistance Sensor consisting of MySignals HW kit and two non-polarized electrodes which were attached to the index finger and middle finger through bandages. The baud rate was set at 115200 Hz. Besides, we
used two computers fully equipped with all the necessities and a set of working earphones.

![Fig 2. Experimental setup](image)

**B. Data Acquisition**

To obtain a good quality dataset of physiological signals, a specific setup was made for performing the experiment i.e. experimental instruments setting, selection of participants, choice of emotion induced videos and the establishment of experiment scene. We selected the videos for the elicitation of different emotions: anger, happiness, sadness and fear. The videos were selected by each group member from the online databases of films and videos (YouTube). The criteria for the video selection were ratings and comments of online audience. A total of 18 videos (4-5 for each emotion) were selected. The length of videos varied from 2-5 min. The participants included 15 students from the same batch. They age from 20-22 years. During the video play, the physiological parameters: Heart rate, Galvanic skin response (GSR), ECG signals were recorded using MySignals toolkit, from each volunteer, also a feedback form after each video was provided for the participants to fill the level of each emotion they experienced during the course of that particular video. The response of emotional states was gathered from each subject.

**C. Raw Data**

The raw data was collected for each user and stored in the computer, contains three files:
1. RollNo_GSR.txt: File containing raw values of GSR data coming directly from the MySignals kit.
2. RollNo_ECG.txt: File containing raw values of ECG data coming directly from the MySignals kit.
3. RollNo_Feed_Back.csv: File containing the responses of each user for every video.

**D. Data Pre-processing**

Following are the important steps for data pre-processing.

i. Since the raw data also contains the data which was not in our timestamps of each video, so the first step of ours was to remove the unwanted data.

ii. Raw data from the sensors contained extra contents which was useless for our project hence the raw data was cleaned before feature extraction.

iii. The noise was detected in the data with the help of regular expressions in python and were removed.

iv. Raw data of GSR contained time stamps for each reading which was removed as it was useless.

v. Some missing readings were also corrected using the mean of the data for that particular video.

vi. After cleaning the files they were further processed for feature extraction.

**E. Feature Extraction By ANN**

Since feature extraction is used for dimensionality reduction, where we reduce initial set of raw variables to more manageable groups (features) for further processing, also the new groups could still completely and accurately describe the original data set.

The first step of ANN classifier is feature extraction which identify the important features from the GSR and ECG signals, belongs to the different emotion classes like angry, fear, happy and sad. After selecting the relevant features, the ANN classifier will classify the data into different classes and plot a graph which shows that the particular subject belongs to which class.

**Feature Extraction for GSR signals**

For different type of emotion the values of GSR changes accordingly -

i. Fear cause the GSR activity to rise.

ii. Increase in GSR activity is also linked to feelings of anger.

iii. There is a slight increase in GSR activity for the feeling of disgust.

iv. There is a significant increase in GSR activity associated with the happy emotions.

v. There are not definitive conclusions for the effect of surprise on GSR activity as such, but it increases slightly.

vi. GSR activity associated with sadness is bit more complex such as Sadness associated with crying - Increase in GSR activity in the body, and Sadness not associated with crying - Decrease in GSR activities.

We get raw data from the GSR sensor, and get the following features extracted from the data – Mean, Median, Standard deviation, Minimum reading, Maximum reading, Max Ratio, Min Ratio.

**Feature Extraction for ECG signals**

Electrocardiogram (ECG) is a plot of voltage versus time of the electrical activity that is associated with the heart. The process of producing ECG is known as electrocardiography and is done with the help of electrodes that are placed on the skin of the person. The electrodes are assign to detect the small electrical changes that are due to polarization followed by repolarization of cardiac muscles in each cardiac cycle i.e. Heartbeat.
Detecting QRS complex in ECG processing is very important step, since its amplitude is higher compared to P and T waves and it is used in detection of R peak which is used to find the heart rate of the person. Thus we have RR interval (fig [3]) and get the statistical features in form of Mean, Median, Standard deviation.

F. Emotion recognition

A very popular method under the category of supervised learning is Artificial Neural Network (ANN). ANN classifier is the combination of input, output and hidden layer network including some weights with every connection. The performance of ANN can be improved by adjusting and updating the weights of each connection. These are major steps of algorithm used for emotion recognition of user.

1. For the classification of emotions, we have used Artificial Neural Network.
2. Since we have four different emotions to be classified, the total number of output nodes are
3. There are total 14 features in the dataset, thus input layer contains 14 nodes.
4. K (k = 10) fold cross validation method is used to calculate the accuracy.

G. Results

The accuracy of the classifier was calculated on the basis of the accurate emotion recognition of each subject from the physiological signals and compared with the label of the video. Each person rated the video in the form of responses. The response form contains ratings for emotions ranging from 1-5, 1 being least level of emotion experienced and 5 being the maximum level of feelings. On the basis of results provided by the classifier, the predicted emotional state of each individual subject represented in form of graph (fig [4]). The graph shows the 4 major classes of emotional states i.e. happy, sad, angry, fear on behalf of emotion status change while the subjects watching the different kind of videos.

The comparison of the emotions recognized and the emotions response gathered by each subject was done to find the accuracy using ANN classifier which can be seen in screen shot (fig [5]). Mean Accuracy of the Model we obtained is 75.38 % and Standard deviation of the model accuracy is 11.38 % (fig. [5]).

V. CONCLUSION AND FUTURE SCOPE

This paper shows the relationship between human emotions and their various physiological parameters. The readings of users/subjects through MySignals toolkit after displaying them a set of different (sad, happiness, relaxed etc.) videos are collected. These videos were shown individually. After data pre-processing the relevant features were identified and then classified into different classes such as happy, sad, anger, fear, surprise, and disgust with the help of ANN classifier. By using experimental results, all the subjects falls into some particular class, through which their emotional state can be recognized. The Comparison between emotions recognized and the emotions response collected by feedback response of each subject was performed to find the accuracy. Mean Accuracy of the Model is 75.38 % and Standard deviation of the model accuracy is 11.38 %.
We can enhance the efficiency of the model by adding more physiological signals. Different classifiers can also be applied to evaluate and compare the performance of the data. For emotional state recognition other complex classification techniques can be used to obtain the better result.
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