Abstract—Today big data has become the basis of discussion for the organizations. The big task associated with big data stream is coping with its various challenges and performing the appropriate testing for the optimal analysis of the data which may benefit the processing of various activities, especially from a business perspective. Big data term follows the massive volume of data, (might be in units of petabytes or exabytes) exceeding the processing and analytical capacity of the conventional systems and thereby raising the need for analyzing and testing the big data before applications can be put into use. Testing such huge data coming from the various number of sources like the internet, smartphones, audios, videos, media, etc. is a challenge itself. The most favourable solution to test big data follows the automated/programmed approach. This paper outlines the big data characteristics, and various challenges associated with it followed by the approach, strategy, and proposed framework for testing big data applications.
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I. INTRODUCTION

Generally, with the term Big Data, we get the idea of a huge volume of information. Big data computation frames another pattern for inescapable processing with the degree of information developing and the quickness of data expanding. With the origin of new advancements, an enormous amount of organized and unstructured data is delivered, gathered from different sources like social media, audios, websites, video and so forth which is hard to oversee and process [1]. The following figure 1 shows various sources of stream data. With this wide variety of data sources, it poses challenges to the testing community.
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**Fig. 1. Data Sources**

A. Why Big Data Testing?

Big data possess the characteristic property of volume, velocity, variety, and veracity, which makes its behavior dynamic in nature. And this nature of big data streams makes the testing process crucial, which if not performed efficiently will pose adverse effects on organizations. Big data testing benefits the organizations substantially by providing data accuracy, better decision making; which plays a vital role in any business, better market strategy, reduces the deficit and boost profits and a lot more. For testing big data, it requires that the tester must have an optimal level of understanding what big data framework is followed. Today, with the huge volume of data generated, QA expertise can have a hard time managing them. And this makes it quite crucial to perform big data testing and harness its advantages.

B. Big Data Characteristics and Data Formats

Though there are many V’s introduced, following 4Vs define the big data characteristics. These are Variety, Velocity, Volume and Veracity as shown in figure 2 [2, 3].
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**Fig. 2. 4 V’s of big data**

**Variety:** (different forms of data) Data or information that comes in for the processing can be of a variety of forms and formats. For instance data can come in different file formats like .txt, .csv, .xlsx, etc. Sometimes the information may not be formatted in the desired manner e.g.; data can come in the form of SMS, audio, video, pdf or other doc format or something we may not have contemplated it. It makes it quite crucial for the organizations to handle such a wide variety of data efficiently as at present wide range of formats of data are available to seek information from it.

**Velocity:** (speed of change/arrival of data) This characteristic of big data provides the glimpse of the pace of data i.e., at what rate data is arriving in from various sources like networks, social media, and other business processes. This high-speed real-time data is massive and comes in a...
continuous fashion which may need immediate processing. There is even possibility of mutation in the data over time.

**Volume:** (data size) At present data comes in/generated from different sources by machines, networks, and media, from which valid information is extracted and aggregated at the organization hub. For instance consider the case of a variety of data sent by smart mobile phones to the network infrastructure, the information collected from various surveys, feedback forms, etc., this aggregated information forms the enormous size of data which needs to be properly analyzed.

**Veracity:** (uncertainty of data) There are a wide variety of sources of data stream available which produce a huge amount of data. With these many available sources, this data becomes vulnerable to outliers or noise. Due to which the nature or behavior of the data may change. The term Veracity describes this as the uncertainty of data which poses a huge impact on the decision-making process of the organization.

Based on the above characteristics, data comes in with different sizes, formats, rate, etc., thereby resulting in the following categories of data formats [3]: **Structured, Unstructured, and Semi-structured** as shown in figure 3.

Fig. 3. Big Data: data formats

**Structured Data:** (high degree of organization) Structured data comprises of definite design in a well-organized manner such that data is easily utilized for processing and analysis. As an example, we can consider the relational database structure in which information is stored with some standards such that the same standards can be utilized in retrieving the information. This data format has a relational key and can be easily mapped into pre-designed fields.

**Unstructured Data:** (low degree of organization) This type of data does not follow any kind of pattern. This makes it quite difficult to analyze and may require some tools to extract desired information for processing, for example, streaming data, web pages, electronic mails, videos, etc. This lack of organization of data makes it a time-consuming task to process data. Most of the real-time data stream is unstructured. However, by identifying some hidden pattern, we can utilize it for the desired purpose but finding that pattern is difficult and time-consuming.

**Semi-Structured Data:** (partially organized data) This type of data can be organized by applying a bit of desired operations as in conversions, shifting, etc. There is various software that handles this kind of data like Apache Hadoop. Sometimes we call this type of data as structured data, which is lacking some sequence or pattern and is available in an unorganized manner. Such kind of information can come in the form of tab-delimited text files, CSV files, BibTex files, XML, web data such as JSON (JavaScript Object Notation) files, and other markup languages. This type of data is easier to handle as compared to completely unstructured data where we need to spend little effort to identify the pattern and process the information.

II. RELATED WORK
With the ever-increasing essence of data, its storage, security, visualization, analysis, and testing have become the challenging task, in regard with this dynamic nature of big data, there are several works proposed from various areas of research.

Galit Shmueli et-al. [4], introduced a super-power large-sample approach for analyzing the application hypothesis with huge samples and also focused on the inadequacy of employing the small-sample approach for testing considerations with these large samples. Due to the reduced sampling and high statistical power of large samples can be utilized for hypotheses testing. The super-power methodology consolidates the whole data examination process, through large data samples, then determining conclusions. Mustafa Batterywala et-al. [5] highlights the performance testing of big data applications to tackle challenges in outlining testing strategies, tools, test environment, etc., by considering data ingestion, throughput and data processing capacity, map-reduce operations, and so on as a primary candidate for performance testing. To obtain optimal performance from the big data environment requires continuous monitoring in critical areas of data storage, commit logs, thread concurrency, and timeouts, caching, JVM parameters, map-reduce operations and message queues. To overcome the quality challenges in big data, Mahesh Gudipati et-al. [6] introduced a functional and non-functional testing approach. They correlated best testing techniques and took after most useful modes to enhance the testing quality, which helps in identifying the deformations at the early stage and reduce the risk of failures.

Testing of big data applications can be made efficient by designing and executing test plans; approach and strategy for all V’s of big data [2]. Furthermore, testing techniques can be introduced for testing of response time, user interface, user requirements, etc. Hadoop offers an excellent platform to test the big data applications [7] since it supports structured, semi-structured, and unstructured data formats in the distributed environment and moreover it's open-source software.

III. BIG DATA TESTING APPROACH AND STRATEGY
Big data testing [8] is often associated with varied sorts of testing, for example, functional testing, performance testing, database testing, and infrastructure testing. Along with these, it is critical to have an unmistakable test plan that permits a simple rendering of big data testing. When performing big data testing, comprehend that the idea is mainly about checking the application capability to handle thousands of gigabytes of data. Big data testing for CPS are
often generally partitioned into three vital stages that incorporate:

**Data staging validation**: Also referred to as a pre-Hadoop stage, the method of big data testing starts with process validation, which aids in guaranteeing if right data is pushed into the “Hadoop Distributed File System (HDFS)”. Validation testing is done for the data which is taken from different references, for example, RDBMS, webisodes, and online networking. Then the data is coordinated with the data utilized in the Hadoop process so as to check if the two coordinate with one another. A number of normal tools that might be utilized for this stage are “Talend and Datameer”.

**MapReduce validation**: It is the idea of programming that takes into account colossal adaptability crosswise over a huge number of servers in a Hadoop cluster.

Among big data testing, MapReduce second stage is the validation in which a tester analyzes the legitimacy of business logic on every joint which is taken post the validation of the previous data after running opposite various joints. This aids in guaranteeing that:

- The procedure of MapReduce is functioning without any flaws.
- Date accumulation or isolation rules are accurately performed on the data.
- Value key sets are produced properly.
- After the MapReduce process, data validation takes place.

**Output Validation**: On effectively performing the initial two stages, the last stage of the method is “output validation”. It incorporates processed files which are prepared to be passed to an “Enterprise Data Warehouse (EDW)” or some other system in the view of particular necessities. Output validation stage incorporates the below-mentioned steps:

- Need to validate change rules are effectively applied.
- Need to validate the data respectability and in addition effective data lading into the resulting organization.
- Guaranteeing that any data defilement by differentiating the objective data and the HDFS file organization data.

A. **Performance Testing**

Performance Testing [5] for Big Data incorporates the following activities:

**Data ingestion and Throughout**: During this activity, the tester checks for the speediness of the system in which it can consume data from numerous data references. Testing incorporates the recognizing of different messages that can be processed by the queue in a given time. It additionally incorporates how rapidly data can be implanted into the underlying data store for instance insertion rate into a Mongo and Cassandra database.

**Data Processing**: It incorporates the conformance of the speed with which the queries or map-reduce jobs are performed. It likewise incorporates testing of the data handling in segregation when the repressed data store dwells inside the data sets. For instance, running Map Reduce jobs on the underlying HDFS.

Sub-Component Performance: These are the systems which are comprised of various parts, and it is required to validate each of these parts in separation. As per given example which shows the rapidness with which message is listed and devoured, map-reduce jobs, query performance, search, and so on.

B. **ETL Testing**

ETL is an acronym for extract, transform and load, and has been around for a quite a while in light of the fact that it is related with conventional batch processing in the data domain [9]. The purpose of data warehouses is to give businesses with data that they can solidify, analyze, and make cognizant thoughts out of that is pertinent to their focus/intents. There are ETL tools through which the crude data is changed over into a meaningful format. The tool likewise aids them changes over data into a format that can be utilized by businesses. Software merchants like IBM, Pervasive, and Pentaho provide ETL software tools.

**Extract**: Once the data is gathered, it will be extricated/ extruded from the source database. This is done to every one of the databases.

**Transform**: Transformation of the data is done straightforward. The data format is changed into usable chunks and must conform to the requirements of the target database.

**Load**: This is the last stage where data is written to the target database.
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Fig. 4. ETL Process

To guarantee that the data secured in this way is reliable, tools for data integration processes like data profiling, cleansing, and auditing are all merged with data quality tools. This whole procedure as shown in figure 4 will guarantee that you have extracted actual data. ETL tools are likewise crucial for loading and converting both structured and unstructured data into Hadoop. It additionally relies on the kind of ETL tools that you use. Highly advanced ones let you convert multiple simultaneously.

The data processing part in a data warehouse follows a three-layer architecture during the ETL process.

**Data Warehouse Staging Layer**: The staging area is a transitory area or a landing zone where data from every one
of the assets are stored. This zone guarantees that all the data is accessible before it is coordinated into a data warehouse. It is basic for the data to be placed somewhere as a result of fluctuating business cycles, hardware impediments, network resource restrictions, and data processing cycles. You cannot extricate all the data from all the databases in the meantime. Consequently, data in the data warehouse is transient.

Data Integration Layer: This is the establishment of next-generation analytics and it contributes to business insight. The data integration layer is a blend of semantic, reporting, and analytical technologies based on the semantic knowledge framework. Data is arranged in hierarchical groups known as facts and changed over into aggregated knowledge framework. Data is arranged in hierarchical reporting, and analytical technologies based on the semantic insight. The data integration layer is a blend of semantic, next-generation analytics and it contributes to business challenges are originating which are leading towards new research fields corresponding to it.

Indeed there is a lot to be researched on big data testing as data is evolving every single day and a new type of challenges are originating which are leading towards new research fields corresponding to it.

V. Conclusion

Big data testing is quite different from regular software assessment and plays a vital role to cope with various corresponding challenges of it. The best approach for testing big data applications is to incorporate data quality maintenance, data sampling technique, and automation of test suite. Since data is present in various formats which can be structured, semi-structured or unstructured, it requires some pre-processing. With the help of some tools and techniques, we can format the unstructured data into semi-structured data, and even further processing can make this semi-structured to structured data. The dynamic nature of big data can introduce new challenges and exploring these new challenges and examining various other tools and techniques can be considered as a future scope or extension of this paper.
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